Introduction

People share their rental information of their property from Airbnb. The goal of this project is to construct a predictive model to forecast the rental price of the properties based on certain features. The metric of the project is root mean squared error of the predictive model. My project selects minimum\_nights, minimum\_nights\_avg\_ntm, minimum\_minimum\_nights, zipcode, property\_type, room\_type, accommodates, bathrooms, bedrooms, cleaning\_fee, guests\_included, extra\_people, availability\_60, availability\_365, instant\_bookable, review\_scores\_cleanliness, review\_scores\_location, review\_scores\_rating, host\_response\_rate.

I adopted Xgboost with nrounds = 182, max\_depth = 6, eta= 0.161 to construct the model and achieved RMSE 61.64230 for scoring data set on private leader board.

Impute Data

Missing data are common in real data sets; however, missing value will cause error in prediction. Many categories in data sets have "N/A" values. I applied is.na() function on the specific column to detect the missing value. These missing values should be filled with a rational value to successfully train the model and predict the price for scoring data set. In the real-life prediction, the row with missing or empty variables are deleted from data sets. However, Kaggle competition evaluate the prediction with the specific numbers of rows. Therefore, all the data in scoring data sets are imputed as well. To reduce the variance, variable with over 70% of missing values will be removed from data sets. I filled the rest of missing data with the median value of that column. The advantage of median imputation is to solve the skewness of data.

Data Transformation

Many variables have wide range and complicated composition. For example, the zip code has many different types of inputs, including "10027"(5-digit string),""(empty string), "NY 10014"(string includes characters and digits), and "11103-3233"(9-digit string). For consistency of model construction, all the inputs in each variable are transformed to the same type. The zip code column is transformed into a 5-digit integer by using regular expression. Since there are 209 unique zip codes, the zip codes occur smaller than 10 are collapsed into “00000” (other) to reduce the level of variables and model complexity. In addition, the Xgboost model is captious about the input parameters. Some string categorical variables is changed into integer and factor for prediction. For example, the variable property type includes 18 unique string values. Some of these values only appear once in the entire dataset. These strings are turned into numerical variables to fit into the model. Therefore, data transformation plays an important role in the data cleaning, which fits the data for train and prediction, remove redundant values, and categorized data.

Feature selection

All the descriptive columns are removed to reduce the prediction complexity, such as name, summary, descriptions, and so on. These variables are removed based on the understanding of model and relevance of price. The house rental price is based on location, amenities, housing brands, neighbors, and square foot of house (Angerer, 2016). For further feature selection, I have applied the Lasso Regression, which could force some coefficient equal to zero and make small modification to shrinkage penalty. The reason to apply feature selection is that predictions from simple (versus complex models) are more stable across samples. As number of predictors increases, the chance of finding correlations among a predictor or a set of predictors increases. There are some advantages of Lasso, such as perform better than stepwise selection and perform variable selection to any number of variables.

Modeling Framework

As mentioned in the previous section, increase complexity in training data set will decrease the performance on test data set. To avoid the overfitting, the train data set is randomly separated by 70%. The 70% of data is training data, which is used for model construction; the 30% of data is test data, which is used for validation. The model performance on the test data the significant. Once the test RMSE is minimized under this situation, the model is applied to the entire data sets and predicted to the scoring data set.

Model

To predict a numerical outcome, a regression method is adopted to construct the model. I have applied the linear regression (as example), regression decision tree, random forest and Xgboost to train the model. The parameters are tuned to improve the prediction accuracy and reduce test RMSE. The linear regression is the oldest and most common predictive method. However, in this project, multiple predictors increase linear regressor’s complexity, which leads to overfitting problem. Overfitting is seen when in-sample performance far exceeds out-of-sample   
performance. As model complexity increase, model perform better on train data sets, but accuracy on test data set is decrease and RMSE is increase. The general goal of a predictive model is to assess performance on the scoring data, instead of good performance on training data sets. The regression decision tree has the same overfitting problem when the model complexity increases with the large number of variables. The number of variables also extend the model construction length in time. Moreover, the decision tree cannot be used well for numerical outcomes. Random forest and Xgboost are two methods that perform better on large data and numerical outcomes. These two methods reduce overfitting in decision trees and helps to improve the accuracy. Especially, Xgboost consists of a number of hyper-parameters that can be tuned which is an integral of gradient boosting machines. The parameters are tuned to minimize the RMSE. By comparing the RMSE of random forest and Xgboost with the same variables, I decided to use Xgboost function to build my model for this project.